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The resolution of optical coherence tomography �OCT� often suffers from blurring caused by material
dispersion. We present a numerical algorithm for computationally correcting the effect of material
dispersion on OCT reflectance data for homogeneous and stratified media. This is experimentally
demonstrated by correcting the image of a polydimethyl siloxane microfludic structure and of glass slides.
The algorithm can be implemented using the fast Fourier transform. With broad spectral bandwidths
and highly dispersive media or thick objects, dispersion correction becomes increasingly important.
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1. Introduction

In optical coherence tomography �OCT�,1–7 there are
a number of factors that limit the practical resolution
of the system. Finite bandwidth sources, disper-
sion,8 uncertainty in material composition, strong
scattering, absorption, and refraction can all have
distorting effects on the measurements. Some of
these nonidealities, such as absorption and scattering
reduce the signal power that can be collected, while
others such as dispersion and refraction alter the
signal without power loss. For OCT imaging, one
would like to achieve the best resolution given the
available signal. Toward this aim, we present a de-
tailed model of OCT to derive signal-processing for-
mulas that can be used to enhance OCT images.
These formulas are derived with simplicity and econ-
omy in mind so that they can be practically applied.

The practice of OCT often makes a number of as-
sumptions that simplify OCT data acquisition and
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analysis, but in some cases can result in suboptimal
imaging performance. OCT systems are typically
implemented as Michelson interferometers with free-
space or fiber optics, where one of the arms contains
a sample to be measured, and the other contains a
delay line that allows one to scan the relative time
delay between the reference and sample signals.
The sample arm often consists of mirrors to steer the
beam through the sample, and a focusing objective to
confine the beam to a narrow column. Ideally, the
spot size of the beam determines the transverse res-
olution, while the coherence length of the source de-
termines the axial resolution. Flaws in the optics of
the system can reduce the performance of diffraction
or bandwidth-limited imaging. Some of these flaws
attenuate the signal, which cannot be recovered,
while others distort the signal but preserve the signal
power. By characterizing these distortions, it
should be possible to perform a more detailed analy-
sis of measured data and produce a refined image
that approaches the quality of one acquired with an
ideal apparatus.

One type of distortion that occurs frequently in
OCT is dispersion. Dispersion occurs when the
group velocity �or envelope speed� of an optical pulse
is not constant in a material. In normal dispersion,
the type usually encountered, low frequencies travel
faster than high frequencies. A pulse traveling
through such a medium tends to turn into a chirp
where the signal increases in frequency as it passes a
particular point in the medium. On an OCT image,
this changes a formerly sharp point into a blurred



region within an axial scan. As the pulse propa-
gates along, it lengthens, and subsequently the axial
resolution decreases. However, dispersion itself
does not change the amount of signal captured by the
detector.

There have been other approaches to digital dis-
persion correction. A similar approach to that pre-
sented here uses a resampling technique for
homogeneous waveguides.9,10 Another method uses
a space-variant convolution kernel to correct disper-
sion in OCT images.11 This method, most related to
ours, corrects dispersion by convolving the signal at
various points on the axial scan by a point spread
function with the conjugate phase to the dispersion.
While this can correct space-variant dispersion, it is
using a space-invariant kernel and therefore corrects
only one depth per convolution. Other related meth-
ods use complex-domain methods to correct phase
aberrations and speckle and an optical quadrature-
phase measurement technique to directly sample the
complex analytic signal.12 A method by use of the
clean algorithm from astronomy to estimate the po-
sition of scatterers in a medium has been proposed
and demonstrated.13 Two other studies have ex-
plored limits to imaging quality imposed by the scat-
tering properties of the medium.14,15 A unique
method of dispersion correction utilizes photon en-
tanglement to automatically cancel dispersion.16 In
this work, the limits imposed by dispersion of the
medium and the photodetection process are investi-
gated. The two effects are investigated together be-
cause each contribution to the image formation can
be separated cleanly. Dispersion is a linear, power-
preserving distortion that can be digitally corrected,
while photodetection limits fundamentally prevent
accurate recovery of the signal.

In particular, dispersion correction and accounting
for a nonuniform spectrum signal become important
when the bandwidth of the illumination signal be-
comes extremely large. To study subcellular biolog-
ical structures, imaging resolutions will be needed
that are on the order of the size of the wavelength of
light. At a large fractional bandwidth, dispersion
increasingly degrades image quality. Dispersion
can easily be optically corrected at one depth by bal-
ancing the dispersion between the sample and the
reference arms. However, correcting the dispersion
over a wide-depth scanning range can be very chal-
lenging. The state-of-the-art sources17–21 have very
large fractional bandwidth, and a digital method of
dispersion compensation would be advantageous to
simplify data acquisition. The method and algo-
rithm presented here attempts to form an estimate of
the scatterer distribution in a medium, accounting for
dispersion and nonuniform detector response and
spectrum. It applies to both homogeneous and
stratified media, and is presented in both full and
simplified form depending on the complexity of the
inversion process desired. This algorithm accounts
for the dispersion of the medium and the delay mech-
anism, the amount of power returned from the sam-
ple, the detector quantum efficiency and bandwidth,

and the shape and bandwidth of the source spectrum,
all of which influence reconstruction quality.

A model of signal detection in OCT presented in
Section 2 is required to discuss the multiple factors,
their effects, and how they can be accounted for.
This model describes the dispersing and scattering
medium, the potential imperfections of the delay
mechanism, the illumination source, and the photo-
detection limits. This model is applied to dispersion
correction in a homogeneous medium in Section 3.
From these models a linear least squares estimate of
the scattering function of the medium is formed.
Section 4 describes how, by use of a homogeneous
slab of the medium, the dispersion of the medium and
the delay line can be jointly characterized. The dis-
persion compensation method is extended to multiple
layers of homogeneous media in Section 5. The de-
modulation of the scattering amplitude and its effect
on speckle is discussed in Section 6, and an experi-
mental demonstration of these techniques is pre-
sented in Section 7. Discussions and conclusions are
drawn in Sections 8 and 9, respectively.

2. Model of Optical Coherence Tomography Detection

Consider a semi-infinite one-dimensional medium,
with a reflectance function g�z� that is nonzero for z �
0. This medium is not necessarily homogeneous in
content, and only singly backscattered light is con-
sidered. Incident on this medium is a scalar signal
random process f �t� that is wide-sense stationary
with power spectral density S̃���. The medium will
be characterized by a real-valued phase retardance
function �S�z, ��, which is the total phase retardance
encountered by a signal of frequency � after traveling
a distance z into the material, reflecting off a delta-
function scatterer at that depth, and returning a dis-
tance z. Assume that the material has a real
response, so that �S�z, ��� � ��S�z, ��. The cross-
spectral density W̃��� between the incident and the
reflected signals will then be:

W̃��� � S̃��� �
0

	

exp
i�S� z, ���g� z�dz. (1)

Note that this model is unrealistic because it does
not account for the absorption of the medium. Be-
cause of causality �as characterized in the Kramers–
Kronig relations22�, dispersion at a given frequency
must be accompanied by absorption. Without ab-
sorption, the phase delay produced at a given scat-
terer in the medium will not be causal. Therefore a
portion of the wave incident on the scatterer would
falsely appear at a shallower depth. If the absorp-
tion is weak �occurring over many wavelengths�, then
the fraction of the wave that is advanced to shallower
depths is small and can be neglected. In this work
the effect of absorption is neglected and the anti-
causal advance produced by Eq. �1� is assumed to be
small.

OCT systems also require a delay mechanism that
allows one to vary the relative delay between a ref-
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erence and signal arm. This delay mechanism will
be characterized by a parameter t, which could be
mirror position, acousto-optical driving frequency, or
some other quantity that is varied continuously while
scanning an axial line. A similar phase-delay func-
tion �D�t, �� will characterize the phase retardance
produced on a frequency � when the delay line is at
position t. The cross-spectral density between the
incoming illumination S̃��� and the delayed signal
W̃D�t, �� will be

W̃D�t, �� � S̃���exp
i�D�t, ���. (2)

The wide-sense stationary signals returning from
the delay arm and the sample arm will be summed
together, and the intensity will be integrated on a
photodetector. If the quantum efficiency of the de-
tector is ���� at frequency �, the total photocount
P�t�t the photodetector receives over an interval t
will be given by

P�t�t � Poisson�Rt �
t
2� �

�	

	 I�t, ������

��
d��

where

I�t, �� � S̃��� �
�W̃����2

S̃���

� 2Re�W̃���exp
�i�D�t, ����. (3)

The operator Poisson indicates that the argument
is the parameter to a Poisson random process that
produces a discrete number of photocounts based on
its argument. The variable R is a thermal photo-
count rate that occurs independent of the incoming
intensity. The intensity I�t, �� has a background
term that is independent of t: S̃��� � �W̃����2�S̃���.
This background term is usually of no interest be-
cause the interferometric data is high frequency. It
is typically discarded by subtracting off the average of
the photocount P�t� over t. Once the background
level is known, there is a linear relationship between
the photocount P�t� and the cross-spectral density
W̃���. One can then use an iterative scheme, such as
the Richardson–Lucy23 maximum likelihood algo-
rithm to estimate Re �W̃���� from P�t� assuming Pois-
son noise. The methods presented in this work can
be used to increase the speed of an iterative restora-
tion algorithm, but this approach is not pursued here.

Except for the background level, the photocount
P�t� is a real, positive signal consisting of high-
frequency content. Therefore the complex analytic
signal24,25 PA�t� can be found from the photocount P�t�
using the Hilbert transform �or its Fourier equiva-
lent�. If the background photocount rate is given by
B, and we neglect the random nature of P�t� as a
Poisson process, then the relationship between P�t�
and W̃��� is given by

PA�t�t � Bt �
t
� �

0

	 W̃�������

��
exp
�i�D�t, ���d�

where

B � R �
1

2� �
�	

	
�����S̃��� �

�W̃����2

S̃��� �
��

d�. (4)

This is an integral of similar form to Eq. �1�, re-
placing z in Eq. �1� by �, � in Eq. �1� by t, �S�z, �� with
��D�t, ��, W̃��� by PA�t�, and g�z� by W̃����������.
This work presents a way to numerically perform an
approximation of these integrals in some cases using
the fast Fourier transform �FFT�. Because there are
actually two of these integrals, one to compute the
cross-spectral density W̃��� from the photocount P�t�,
and another to compute the scattering density g�z�
from W̃���, the method will be applied twice. Apply-
ing these methods can account for the nonidealities of
the delay line or materials used in OCT.

3. Dispersion Correction in a Homogeneous Medium

When the space z � 0 is filled with a homogeneous
medium the equations are simplified. The medium
has a dispersion function k��� that is an increasing or
decreasing function of �, and the useful bandwidth of
the system occurs between �0 � � � � � �0 � �
�as determined by the bandwidth of the illumination�.
In this case, the phase retardance of the medium
�S�z, �� � 2zk���, and Eq. �1� becomes

W̃��� � S̃��� �
0

	

exp
2ik��� z�g� z�dz. (5)

By changing the variables k � k���, this becomes a
Fourier integral:

W̃�k� � S̃�k� �
0

	

exp�2ikz� g� z�dz. (6)

This resampling suggests a way to recover an es-
timate of the scattering density g�z� from the cross-
spectral density W̃�k�. First, find the cross-spectral
density normalized by the illumination spectrum:
G̃�k� � W̃�k��S̃�k�. Then, take the inverse Fourier
transform of G̃�k� to find g�z�. This corrected g�z�
should have all of the dispersion compensated as a
function of depth. Because the Fourier transform
steps can be accomplished efficiently by the FFT, the
only difficult step is finding W̃�k� from W̃���. Be-
cause OCT often requires detection of very faint re-
flections from deep objects, inaccuracy of the
resampling in the Fourier domain can directly limit
the quality of the reconstruction at larger depths �be-
cause there is usually exponentially less reflectance
from them�.

Note that the estimate of the normalized cross-
spectral density G̃�k� � W̃�k��S̃�k� will in general be
numerically unstable because when illumination
spectral density S̃�k� is small, noise will dominate the
reconstruction at those frequencies. It is desirable
to use an estimator for G̃�k� that accounts for the
noise, in this case chiefly Poisson noise. To do this,
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consider that the photodetector receives photons at
an average rate of B. The photocount measure-
ments are N samples of the photon counts during
adjacent nonoverlapping intervals of length t on the
photodetector. The coherence time of the source is
very short. Therefore the covariance of the photon
count between all of the intervals is zero. Because of
this, the Poisson random variable of parameter Bt
in each interval is approximated by an independent
Gaussian random variable of mean and variance Bt.
The photon noise then acts as a discrete-time white-
noise process of average power Bt.

If the phase retardance �D�t, �� is that of a delay
line, Eq. �3� implements a linear transformation sim-
ilar to that of a Fourier transform. Because the pho-
ton noise component of adjacent samples of the
photon counts are uncorrelated, the Fourier trans-
form would distribute the shot noise due to the BNt
photons incident on the detector equally among all of
the frequency components within the maximum mea-
sured optical frequency rate of the system, called
�max. The frequency �max is determined by the sam-
pling rate in the variable t. The variance in the
number of photons per unit bandwidth due to noise
will be Var
P̃N���� � BT��max

2, where T � Nt, or
the total integration time per axial scan.

To estimate the variance in the photocurrent due to
the reflection from the sample itself, assume that the
spectrum from the sample is a modulated version of
the spectrum from the illumination source. This a
priori condition can be violated in cases, for example,
where the observed object are periodic structures like
Bragg gratings �and therefore changes the return
spectrum very nonuniformly�. For most objects with-
out periodicity, this condition should work reasonably
well. Only a fraction of the input power will be re-
turned from the sample, a fraction denoted by �.
Weighted by this fraction and quantum efficiency, the
variance in the number of signal photons will be given
by Var
P̃S���� � 2�
S̃�������T����2. By use of the
linear-least-squares estimator, the estimate of the true
number of photons per unit bandwidth will be

P̃E��� �
P̃���Var
P̃S����

Var
P̃S���� � Var
P̃N����

�
P̃���2�S̃���2

2�S̃���2 �
B����2

T����2�max
2

. (7)

The background photocount B P̃��� is removed
from the measured photocount when one computes
P̃��� from PA�t� using Eq. �4�. Accounting for the
quantum efficiency of the photodetector, the estimate
of the cross-spectral density is W̃��� � P̃E����������.
The estimate of normalized spectral density G̃��� be-
comes

G̃��� �
W̃���2�S̃���

2�S̃���2 �
B����2

T����2 �max
2

. (8)

Eq. �8� is actually the expression for a Wiener filter
on the signal W̃��� with the filter having the fre-
quency response S̃���, and noise power-spectral-
density N��� � 
����2B�����2�max

2T�. This is
because the spectrum of the actual source can be
regarded as a filter to a uniform spectrum source
placed before the photodetector. The noise spectral
density is not a true spectral density �because it is not
time independent�, but can be used like one over a
finite time interval T when the Poisson process is
partitioned into intervals of length t to achieve a
sampling rate of �max. As the integration time
grows, this pseudo-spectral density decreases be-
cause there are more photons collected per spectral
channel. Since N��� may vary slowly over the band-
width of interest, it may be sufficient to replace N���
by a constant that can be estimated from the signal
itself, perhaps from ranges of optical frequencies that
are known to be outside the spectrum emitted by the
illumination source.

There is a seemingly incorrect conclusion one could
draw from Eq. �8�. Namely, that the noise can be
made arbitrarily low by making �max as large as pos-
sible by sampling in the variable t as finely as possi-
ble. This conclusion is valid, until the sampling
time t is reduced to the coherence time of the optical
field. With further reduction of t, the assumption
that the adjacent measurements of the photocount
have zero covariance is strongly violated, and so no
new information is obtained by reducing the sam-
pling time t further. Because photons can arrive at
any instant, the photon noise creates frequencies that
are aliased into the estimates of the reflectances at
optical frequencies that are actually present in the
signal. As t is decreased, the aliasing decreases
and therefore less of this randomness is present in
the reconstructed signal. Alternately, one could use
an analog anti-aliasing filter �a function that is usu-
ally implemented by the finite response time of the
photodetector�. Note, however, that the Gaussian
approximation to the Poisson distribution may not
work well when the number of photons captured in
the interval t is low �on the order of one photon or
fewer�, which is usually not the case for most rela-
tively slow photodetector temporal responses.

If the cross-spectral density W̃��� is known, one can
compute the Wiener filter estimate of the normalized
cross-spectral density G̃���, use a resampling inter-
polator to compute G̃�k�, and then use the FFT to
estimate g�z� from these samples. When utilizing
an interpolation scheme, one must make a priori as-
sumptions about the nature of the sampled function.
For example, one can assume it is a bandlimited func-
tion. Because interpolation is occurring in the Fou-
rier domain, using a bandlimiting interpolator
actually makes assumptions about the interval of
time that the function G̃��� occupies. Because there
is a practical limit on the depth or range over which
OCT can scan, this time interval can be taken as the
time limit to use in the interpolation algorithm. An
overestimated time limit will result in more terms
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being required to compute the interpolated points,
but should not change the estimate.

A similar method can be employed to estimate the
cross-spectral density W̃��� from the photocount P�t�.
For now, assume that the dispersion function of the
delay line �D�t, �� � �0��� � r�t��1���, and that r�t�
and �1��� are increasing or decreasing functions of
their respective arguments. This form of the delay-
line dispersion has been chosen because it is the most
general form that can be corrected with two resam-
plings and the Fourier transform. In this form, the
function �0��� represents the fixed dispersion be-
tween the delay mechanism and the sample arm of
the interferometer. Typically, this is caused by an
extra length of optical fiber or thicker glass in one
interferometer arm. The second term, �1���, repre-
sents nonlinearity of the application of the delay as a
function of frequency that occurs, for example, be-
cause the delay line is embedded in a medium with
dispersion �a movable mirror in a liquid�. This term
can be adjusted to correct the dispersion caused by
Fourier-transform delay lines. The term r�t� com-
pensates for the nonlinearity of the mirror in time.
For example, this can be the nonlinearity caused by
the motion of a delay arm in a circular arc or with a
sinusoidal velocity rather than at a constant velocity.
With these assumptions of the form of the delay-line
dispersion, Eq. �4� becomes

PA�t� � B �
1
� �

�0��

�0�� W̃�������

��
exp
�i�0���

� ir�t��1����d�. (9)

After defining new variables t� � r�t� and � � �1���,
this again becomes a Fourier integral:

PA�t�� � B �
1
� �

�1��0���

�1��0���

P̃����exp��it���d�

where

P̃���� � W̃
�1
�1�����
�1

�1����

� ���1
�1���

d�

d��
�1

exp��i�0
�1
�1�����.

(10)

This suggests that a method of recovering the
cross-spectral density W̃��� from the photocount P�t�
would be to first resample P�t� to P�t��, compute the
complex analytic signal PA�t�� from P�t��, take its Fou-
rier transform to find P̃����, and multiply by
�
�1

�1�����1��1
�1����d��d��exp�i�0
�1

�1����� to find
W̃���. The result then can be resampled to find
W̃���. This is similar to the procedure for Eq. �6�,
except interpolation occurs on both variables t and �.
If a bandlimiting interpolator were to be used for
both, this would require that the function have lim-
ited intervals in both t and �. However, because
both t and � are Fourier conjugate variables, they

cannot both be limited. These variables can be ap-
proximately specified to be in finite intervals if the
actual time-bandwidth product �in t and � space� that
the signal occupies is significantly less than the time-
bandwidth product of the sampling system. This is
usually the case if the signal is oversampled in both
the time and the frequency domain.

Instead of finding W̃���� first, which requires resa-
mpling the quantum efficiency ���� and the disper-
sion �0��� to the � variable, effort is saved by first
resampling the P̃���� to the � variable, which is the
photocount P̃���. This process incorporates the Ja-
cobian factor d��d� to preserve the total signal en-
ergy. Then the cross-spectral density W̃��� equals
P̃����������.

The required period in t can be estimated that pre-
vents aliasing. Define �max as the larger of �1��0 �
�� and �1��0 � ��. The sampling period in t�
should be ���max. The maximum sampling period
in t required will then be t � ��
�max�dt��dt�max�.
The sampling rate in z can be computed by defining
kmax as the larger of k��0 � �� and k��0 � ��, with
z � ��2kmax. These are approximate conditions
because a resampled version of a bandlimited func-
tion is not necessarily bandlimited, and therefore
some aliasing may be inevitable. However, if r�t� is
slowly varying, the amount of power outside the band
should be negligible.

The two steps can be combined to form a complete
algorithm for inverting OCT reflectance data in a
homogeneous medium, as shown in Table 1. A re-
sampling step can be eliminated by performing the
Wiener filter in the k variable rather than in the �
variable. To do this, the cross-spectral density W̃���
should be resampled directly to W̃�k� in Step 4, fol-
lowed by the use of the Wiener filter in Step 5 in the
k variable. To do this, the noise spectral density
must be resampled from N��� to N�k�. When resa-
mpling is performed, the proper Jacobian dk�d�
should be used to preserve the total noise power in
the signal. In Step 2, the Fourier transform inher-
ently computes the complex analytic signal, and so no
explicit Hilbert transform step is needed.

The above procedure requires knowledge of many
details of the optical system: r�t�, ����, S̃���, �0���,
�1���, and k���. In particular, measuring �0��� and
�1��� will require an absolute time reference or delay
line. In practice a simpler algorithm is often pre-
ferred at the expense of some image reconstruction
fidelity, because achieving all of the benefits of an
improved algorithm often requires thorough and pre-
cise measurement of these parameters. If only dis-
persion correction is required, without compensating
for the noise or source spectral characteristics, this
procedure can be simplified greatly.

To simplify this procedure, note that in Step 3, the
functions �
�1

�1�����1, ��1
�1���, and �d��d�� are

real functions that tend to be slowly varying over the
fractional bandwidth utilized in the signal. They act
as windowing functions that minimally change the
point spread function. Therefore one may omit
these terms with no significant effects. In Step 5, if
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one neglects noise and assumes that the spectrum of
the source is uniform, then G̃�k� � W̃�k�, a typical
approximation made in OCT.

The need to explicitly determine �0���, �1���, and
k��� can also be removed. Instead, �0
�1

�1���� that
is abbreviated �0��� can be measured and used di-
rectly in Step 3. The function k
�1

�1���� can simi-
larly be measured directly 
and is now called k����.
By performing these measurements, there is no
longer a need to specify �1���. The simplified
method is summarized in Table 2.

Three functions remain to be determined: the
delay-motion nonlinearity r�t�, the fixed dispersion
�0���, and the medium dispersion k���. With those
determined, the medium dispersion can be simulta-
neously characterized without a reference delay line.
In practice, these three functions can be approxi-
mated accurately by polynomials of the second order.
In a nondispersive system, all functions would be
linear. However, the higher-order correction terms,
albeit small, influence image quality.

If the quadratic approximation is used for these
three functions, then only the ratio of the quadratic
and linear coefficients affect image quality. The
absolute magnitude of the functions r�t� and k���,
which are used to resample, only affect the scale of
the reconstruction and not the quality. The abso-
lute magnitude of �0��� only affects the position of
the reconstruction �because it is a linear phase�.
Maintaining image quality therefore depends on
measuring the ratio of the quadratic and linear coeffi-
cients for these three functions, requiring only three
parameters to be measured or fit to the data.

4. Calibration of Parameters by Use of a
Homogeneous Slab

While the dispersion of the material and of the delay
arm may be difficult to measure separately without a

witness dispersion-free delay mechanism, the com-
bined dispersion can easily be measured together and
can be used to correct both the dispersion of the ma-
terial and the delay arm simultaneously.

Assume that a homogeneous slab of the medium
has two parallel surfaces. The slab must be suffi-
ciently thick to introduce a measurable chirp. When
the optical signal is sent into the slab, reflections off
the near and the far surfaces �through the medium�
will be produced. When an optical signal is sent
through the medium, a reflectance signal photocount
P�t� is measured for t1 � t � t2. All of the chirp on
the front reflection will be due to the delay mecha-
nism, while the back reflection will have dispersion
due to both the delay mechanism and the material.
Assume that the chirp in the medium is not so ex-
treme that there exists a delay value t0 such that the
entire signal P�t� for t � t0 is due to the front reflec-
tion, and the back surface reflection is confined to t �
t0.

From P�t�, two functions can be defined Pi�t� that
equals P�t� for t � t0 and zero otherwise, and Pr�t�
that equals P�t� for t � t0 and zero otherwise. A
function can be determined that simultaneously
characterizes the spectrum of the source and the dis-
persion not due to the medium:

W̃i��� � �
t1

t0

P�t�exp�i�r�t��dt,

W̃r��� � �
t0

t2

P�t�exp�i�r�t��dt. (11)

The spectrum W̃i��� contains the spectral charac-
teristics of the illumination and the chirp introduced
by the delay line. Ideally, this reflection is from a
single surface and therefore should not introduce any

Table 1. Algorithm for Dispersion Correction in a Homogeneous Medium

1. Resample the measurements P�t� to P�t�� by use of the relation t� � r�t�.
2. Take the Fourier Transform �via the FFT� of P�t�� to find P̃����. This produces the complex analytic signal because the negative

frequencies will be ignored.

3. Resample P̃���� to P̃��� using the relation � � �1��� and the Jacobian factor
d�

d�
.

4. Compute W̃��� � P̃���exp�i�0����
��

����
.

5. Compute G̃��� �
2W̃����S̃���

2�S̃���2 � N���
.

6. Resample G̃��� to find G̃�k� by using the relation k � k��� and the Jacobian dk�d�.
7. Take the inverse Fourier transform of G̃�k� to yield g�2z�.

Table 2. Algorithm for Dispersion Correction in a Homogeneous Medium without Noise Compensation

1. Resample the measurements P�t� to P�t�� by using the relation t� � r�t�.
2. Take the Fourier transform �via the FFT� of P�t�� to find P̃����. This produces the complex analytic signal because the negative

frequencies will be ignored.
3. Multiply P̃���� by exp
i�0���� to find W̃���.
4. Resample W̃��� to find W̃�k� using the relation k � k���.
5. Take the inverse Fourier transform of W̃�k� to yield g�2z�.
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chirp or variation in the spectrum if illuminated by a
uniform spectrum source. From this, an estimate
can be formed of the phase shift produced by the
delay line at the front surface: �0��� � arg W̃i���.
If no chirp was present, the function �0��� would be a
linear function. The spectrum of the source can be
estimated from S̃��� � �W̃i����.

To estimate the dispersion function k � k��� that
maps between � and k, the periodicity in the medium,
one computes the difference in the phase between the
front and back reflections: �r��� � arg W̃r��� �
�0���. The function �r��� is then unwrapped by us-
ing a one-dimensional phase-unwrapping method.
For this method, there must be no zeros in the func-
tions W̃i��� or W̃r��� so that the phase is well defined.
Furthermore, the signal cannot be undersampled, so
that the phase difference between two samples of
�r��� is greater than � or less than ��. If these
criteria have been satisfied then the estimate of k���
� �r����2d, where d is the thickness of the slab.
This function k��� may be used to resample W̃��� to
W̃�k�.

In practice, one would likely want to fit the function
k��� to a low-degree polynomial, rather than use a
sampled version. This approach will be more noise
robust if one knows that the dispersion of higher-
order terms can be neglected.

5. Dispersion Correction in Stratified Media

A homogeneous medium can be characterized by a
single dispersion function k���. If there are several
different media, with known dispersion functions and
layer thicknesses, the method for homogeneous me-
dia can be used to successively correct the dispersion
of multiple layers beginning with the most shallow
layer and working deeper. A medium with a depth-
dependent dispersion will in general have a disper-
sion k��, z�. In the optical approximation, the
medium phase retardance function �S��, z� is given
by

�S� z, �� � 2 �
0

z

k��, ��d�. (12)

A stratified medium can be defined as having N
layers, each with its own dispersion ki���, and with
boundaries zi � z � zi�1 and z1 � 0. Stratified
dispersion could be represented as a piecewise linear

approximation to a continuously varying dispersion.
The dispersion of the stratified medium is

�S� z, �� � 2� z � z1�k1��� for z1 � z � z2

�S� z, �� � 2� z � zn�kn��� � 2 �
i�1

n�1

� zi�1 � zi�

� ki��� for zn � z � zn�1 (13)

Starting from an estimate of G̃���, the dispersion of
each layer is iteratively corrected for increasing
depths into the medium. To do so, the algorithm is
first applied to the entire reflectance axial scan for
the top-layer medium. Once the data corresponding
to the first layer has been found, it can be zeroed so it
no longer makes a contribution. The reflectance
data is converted back to G̃��� and corrected for the
second layer. This process is repeated for all the
stratified layers. If the dispersion is assumed to be
causal, there should be no reflectance artifacts from
the deeper layers present in the more shallow layers.
The algorithm for this method is listed in Table 3.
Alternately, one can remove Step 6 by performing the
translation in the spatial domain rather than in the
frequency domain, yielding this simplified �but per-
haps less accurate� procedure as specified in Table 4.

In addition, one can combine the two resamplings
in Steps 6 and 1 in adjacent iterations to resample
from ki��� directly to ki�1���, saving a calculation
step, and omit the Steps 4–7 in the last iteration
when i � N.

6. Envelope Demodulation and Speckle Reduction by
Use of the Complex Analytic Signal

Once the estimate of g�z� has been formed, one must
interpret this data. A common strategy is to exam-
ine the magnitude of g�z� to estimate the density of
scattering at a particular point in an axial scan.
This is frequently done by utilizing an envelope de-
tector that rectifies and smoothes the signal magni-
tude. If the bandwidth is low, then a coherence
length contains several optical cycles over which the
magnitude can be averaged. Very short coherence
lengths, however, contain only a few cycles. The en-
velope detector may then produce a noisy estimate of
the signal reflectance. The complex analytic signal,
however, produces a smoother estimate of the enve-
lope by computing the quadrature component of the
interference signal and including this in the magni-
tude estimate. Figure 1 shows two Gaussian wave-
packets, one of which is envelope demodulated �a�,

Table 3. Algorithm for Dispersion Correction in a Stratified Medium

1. Resample G̃��� to G̃�k� by using the relation k � ki���.
2. Take the inverse Fourier transform �via the FFT� to find gi�z�.
3. Extract the region 0 � z � zi�1 � zi out of gi�z� and then set the region of the function to zero.
4. Take the Fourier transform �via the FFT� to find G̃��k�.
5. Resample G̃��k� to G̃���� by using the relation k � ki���.
6. Set the new G̃��� � G̃����exp
�i�zi � zi�1�ki����.
7. Increment i by one and go back to step 1 until i � N.
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and the other of which is demodulated by the
complex-analytic signal �b�. The complex analytic
signal removes the effect of the ac modulation.

There are also benefits in speckle reduction when
the complex analytic signal is used. Most real ob-
jects will contain more detail than can be measured
because the bandwidth of the source is too small to
resolve features within a single coherence length.
Because only the Fourier components present in the
illumination can be measured, the envelope of the
reflections appears to be modulated randomly, giving
rise to the phenomenon known as speckle. While
this work does not present a full analysis of the ori-
gins of speckle, this is discussed in more detail as it
relates to OCT.12,26–28 Speckle is unavoidable be-
cause a set of reflectors within a given coherence
length may or may not reflect back light within
the illumination bandwidth. However, randomly
placed scatterers have a high probability of reflecting
back some light. By using the complex analytic ex-
tension of the signal, the imaginary component of the

interference signal can be inferred. The magnitude
of the interference signal derived from this is less
prone to be strongly modulated by speckle.

Figure 1 contains the probability distributions of
the magnitude at a given point on an axial scan that
can be expected when both types of demodulators are
used to demodulate the signal from a randomly situ-
ated collection of point reflectors with Gaussian dis-
tributed scattering amplitudes. The envelope
detector, because it detects the magnitude of the real
part of the signal, has a half-normal distribution,
with a mean-to-standard deviation ratio 
signal-to-
noise ratio �SNR�� of 1.32. The complex-analytic sig-
nal demodulator produces a Rayleigh distributed
magnitude estimate, with a SNR of 1.91. This ben-
efit occurs because the reflectance of a large collection
of randomly placed Gaussian amplitude scatterers is
a complex Gaussian random variable, with indepen-
dent real and imaginary components. The benefit
also occurs because the envelope demodulator, with-
out smoothing, does not utilize nearby points for its

Fig. 1. Comparison of Gaussian wavepackets filtered with �a� the envelope detector, �b� the magnitude of the complex-analytic signal.
Below are the probability distributions corresponding to finding a reflectance signal with a given magnitude, �a� half-normal distribution,
�b� Rayleigh distribution, with their corresponding SNR.

Table 4. Simplified Algorithm for Dispersion Correction in a Stratified Medium

1. Resample G̃��� to G̃�k� by using the relation k � ki���.
2. Take the inverse Fourier transform �via the FFT� to find gi�z�.
3. Extract the region 0 � z � zi�1 � zi out of gi�z�, and translate the region z � zi�1 � zi over by a length zi�1 so it now starts at

z � 0.
4. Zero out the portion of gi�z� for z � zn � zi�1 left vacant by the translation.
5. Take the Fourier transform �via the FFT� to find G̃��k�.
6. Resample G̃��k� to G̃���� by using the relation k � ki���.
7. Increment i by one and go back to step 1 until i � N.
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magnitude estimate. Smoothing, however, may not
be as useful when the bandwidth is too high to aver-
age over many optical cycles. The complex analytic
signal forms a better pointwise estimate and is easy
to compute when one already possesses the Fourier
transform of the signal.

7. Experimental Demonstration

To demonstrate the application of this algorithm on
experimental data, a stack of transparent layers was
imaged with OCT. The top layer consisted of PDMS
�polydimethylsiloxane� while the underlying layers
were glass slides separated by small air gaps created
by placing adhesive tape between the slides. The
dispersion of the PDMS and the glass media caused
group velocity dispersion that broadened the point-
spread function �PSF� by depth-dependent amounts.
We used the FFT-based method to correct the depth
in the glass and the PDMS layers to produce
transform-limited resolution at all depths.

Our OCT system consisted of a passively mode-
locked Ti–sapphire laser with a center wavelength of
800 nm generating 100 fs pulses at a rate of 80 MHz
with 500 mW average power. By sending the pulses
through a narrow-core high-index silica�germania fi-
ber, the spectrum was broadened through nonlinear
continuum generation to approximately 80 nm
FWHM bandwidth between 760 and 840 nm.21 Dis-
persion is noticeable in the glass and the PDMS for
scan depths larger than 1 mm. However, most of
the dispersion was caused by the visible-wavelength
achromatic lens used to focus the OCT beam. The
achromat was used to make the focal length of the
lens more uniform as a function of wavelength.
When using a chromatically uncorrected lens, we
found the spectral reflectance from various depths to
be highly nonuniform, which degraded the resolution
along the axial scan. Fortunately, the resulting dis-
persion of the lens was easily corrected by use of the
present algorithm. The remainder of the OCT sys-
tem was implemented with fiber optics that itself, can
introduce additional chirp. The delay line consisted
of a retroreflecting mirror scanned along an arc by a
galvanometer-rotated arm. The recombined signal
was sampled on a silicon photodetector.

Because the retroreflector was on a rotating rather
than a translating arm, the angular movement did
not correspond to a linear path delay. For this delay
line, the delay nonlinearity r�t� � R sin t, where R is
the radius of the delay-line arm, and the dispersion
function is �1��� � ��c, where c is the speed of light.
Because the delay-line function is odd, the second-
order term is zero and was approximated by a linear
function r�t� � Rt. Therefore no resampling was re-
quired when moving from P�t� to P�t��.

The data taken were 500,000 samples of the inter-
ference signal for each axial scan, which corre-
sponded to samples of the function f �t�. Seven
reflections dominated the reflectance signal, which
can be seen in Fig. 2. Figure 2 is a low-resolution
image of the stack. The top reflection denoted by �a,
b� is an air–PDMS interface. The second reflection

�c, d� is a PDMS–glass interface, and the other five
reflections are glass–air interfaces. The thicknesses
of the layers are shown in the figure.

A number of parameters were required to apply the
algorithm, which can be divided into two categories:
dispersion-dependent and spectrally-dependent com-
ponents. The spectrally-dependent components
consisted of the power spectrum of the source and the
noise spectrum due to the random photon arrivals.
Both were estimated by averaging the magnitude of
the Fourier-transform of 30 axial scans. The spec-
trum smoothed with a 10-nm wide convolution filter
to remove ripples in the spectrum due to the place-
ment of the layers. This spectrum estimates the
sum of the noise and the source power-spectral den-
sity. We then estimated the noise power spectral
density by averaging the power-spectral density over
a range of frequencies in the visible wavelength range
outside of the source spectrum. We experimentally
found the noise spectrum to be white with only a
variation of approximately 10%. This noise esti-
mate was subtracted from the total spectrum to es-
timate the source spectrum S̃���, with negative
values set to zero. A modified spectrum was then
calculated by use of Eq. �8�. Figure 3 shows the
Gaussian-line original source spectrum and the mod-
ified nearly flat spectrum.

We note that in the standard implementation of
OCT, it is desirable to achieve a Gaussian source
spectrum. We have chosen to digitally modify a
Gaussian source spectrum to improve our resolution.
A Gaussian spectrum is chosen because it produces a
Gaussian point-spread function with long tails but no
sidelobe maxima. However, we note two reasons
why this may not be desirable. First, the source
bandwidth is usually finite so a true Gaussian shape
can never be fully realized. More importantly, in-

Fig. 2. Low-resolution OCT image of the PDMS�glass stack.
Letters refer to axial scan data shown in Figs. 4 and 5.
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sistence on the Gaussian shape disregards improve-
ments that can be made based on the number of
photons that are captured. With a high photon
count, even relatively weak frequencies can yield use-
ful resolution, while conversely at low photon count
one must not overemphasize the tails of the Gaussian
spectrum. The linear least-squares estimator of Eq.
�8� both rejects noise outside of the wavelengths of
interest and makes the spectrum more uniform.
However, least-squares estimates tend to heavily pe-
nalize deviation due to noise. The noise penalty and
flat spectrum both contribute to produce considerable
sidelobes to the point-spread function. In this pa-
per, we minimized the effect of the sidelobes by add-
ing �10 dB to our noise estimate. However, in
future work we will explore windowing functions that
can be applied to a finite, nearly-flat spectrum that
can minimize sidelobes, such as the prolate-
spheroidal windows. An ideal window would permit
the linear filter structure of Eq. �8� to be modified so
that it could still be carried out by linear convolutions
on digital signal processing hardware.

The dispersion parameters can be split into four
components: the fixed dispersion caused by the dif-
ferences between the sample and delay arms in the
interferometer, the dispersion caused by the delay
mechanism, the dispersion of the PDMS, and the
dispersion of the glass. Because of the wide band-
width, both quadratic and cubic chirp parameters
must be fit to achieve good results. Because the de-
lay mechanism occurs in air, we neglected the delay-
line dispersion. We fit six parameters �two for each
interface� to minimize the PSF at the air–PDMS in-

terface, glass–PDMS interface, and the bottom glass–
air interface, and applied the algorithm of Section 6.
The fixed dispersion was fit by minimizing the air–
PDMS reflection width. The PDMS dispersion was
fit by then minimizing the glass–PDMS reflection
width, and the glass dispersion was fit by then min-
imizing the glass–air bottom reflection width. Mul-
tiple iterations of the algorithm with trial parameters
were required to fit the six parameters. The major-
ity of the dispersion was due to the achromat lens and
therefore was corrected at the top surface, but con-
siderable dispersion occurred at deeper layers,
enough to require correction.

To implement the algorithm, we utilized the ap-
proximate prolate-spheroidal bandlimiting interpola-
tor.29 Once the source and noise spectrum were
estimated, and the chirp parameters were fit by min-
imizing the PSF at each of the three interfaces, the
inversion algorithm based on the second algorithm of
Section 6 was carried out with the procedure outlined
in Table 5.

The results of this procedure are shown in Figs. 4
and 5. The letters next to each graph indicate the
interface �Fig. 2� where each reflection occurred.
The graphs a, c, f, g, i, k, and m are the original
uncorrected PSF, and the others are corrected.
While the amount of quadratic and cubic chirp were
depth and material dependent, this procedure has
made each of the corrected PSFs nearly transform
limited with a 2- or 3-micrometer width. The width
of the reflections in f, h, j, and l indicate that the
procedure is performing well because they are nearly
bandwidth limited despite the fact that they were not

Fig. 3. Source spectrum and modified spectrum in OCT image.
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specifically corrected for the purpose of fitting the
dispersion parameters. While each of the graphs
have been normalized, there was also a correspond-
ing increase in the magnitude of each of the corrected
PSFs that improves visibility of the data.

Figure 6 shows the experimentally measured dis-
persion of the PDMS and the glass from an OCT line
scan. The dispersion is measured with the group
velocity component removed as a function of the
phase shift at each wavelength. The procedure of
Section 4 was used to calibrate this chirp. To com-
pute the dispersion of the 2.5 mm of PDMS, the re-
flections at the PDMS–air and PDMS–glass
interfaces were isolated, Fourier transformed, and
their phases subtracted from each other. The same
procedure was done with the PDMS–glass and bot-
tom glass–air reflection, which contained 2.9 mm of

glass thickness with 0.1 mm of air. The phase dif-
ference was then unwrapped, which adds integer
multiples of 2� to remove phase discontinuities.
The glass appears to have somewhat more chirp than
the PDMS. The ripples in the phase at the extremes
of the spectrum are due mostly to the lower signal at
those wavelengths, and the truncation of the chirped
signals because they occupied a range of the axial
scan that slightly blurred into the adjacent reflec-
tions. The dispersion of materials can be both char-
acterized by OCT and corrected digitally.

8. Discussion

The degree of dispersion is sensitive to the quality of
the fit of the dispersion parameters, making it a chal-
lenge to find the optimal combination. A similar
sensitivity exists when attempting to correct the dis-

Fig. 4. Detail of sections of axial scan corresponding to air–PDMS and glass–PDMS boundaries. The corrected scans �b, d, f � are
significantly narrower than the original scans �a, c, e�, providing an enhancement in axial imaging resolution. Letters refer to boundaries
as labeled in Fig. 2.

Table 5. Procedure for Dispersion Correction in PDMS–Glass Stack

1. The temporal signal P�t� underwent a Fourier transform to find P̃���.
2. The Weiner filter estimate of G̃��� was found from P̃���.
3. The space-invariant component of the chirp was multiplied into the Fourier spectrum to minimize the width of the top reflection.
4. The function G̃��� was resampled to the spatial coordinates G̃�k� by using the dispersion parameters fit to the PDMS.
5. G̃�k� underwent an inverse-Fourier transform to yield g�z�.
6. The data for the first and second reflection was copied out of g�z� as the corrected results.
7. The function g�z� was translated to move the second reflection to z � 0, and the rightmost portion of g�z� was set to zero.
8. The function g�z� was Fourier transformed to G̃��k�.
9. G̃��k� was resampled with the dispersion parameters fit to the glass to yield G̃��k�.

10. G̃��k� was inverse-Fourier transformed to produce g��z�.
11. The rest of the reflections in the glass were extracted from g��z� to provide the other five PSFs.
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persion by use of optical balancing, especially if one
attempts to balance it over a long axial scan range.
The benefit of digital processing is that the dispersion
correction can be changed dynamically without hav-
ing to re-acquire data or change the optical system
whatsoever. Our correction of dispersion utilizes a
parameterized model that corrects second- and third-
order dispersion. If higher bandwidth sources are
used, it can be expected that more terms will be
needed to achieve bandwidth-limited resolution.
Because the major constituent of most tissues is wa-
ter, we expect that correction for the dispersion of

water will improve resolution. Other absorbers that
are expected to influence dispersion are lipids and
oxy�deoxyhemoglobin. Without accounting for the
contents of the tissue, however, high resolution at
large depths can be expected to suffer with large
bandwidth illumination. We believe that automatic
fitting of the chirp parameters is possible because the
unchirped version of data is readily recognizable, and
we are pursuing this strategy. While distinct inter-
faces as shown here are not likely to be present in
most tissues, tissue is not completely uniform and
does contain strong scatterers that can be used to
determine if dispersion correction is achieved.

When acquiring OCT data it may be desirable in
practice to intentionally introduce chirp into the sig-
nal. Adding chirp does not degrade the SNR be-
cause the noise is discriminated from signal by its
frequency content, which is left unchanged by adding
chirp. The benefit of chirp is to disperse the PSF
over a wider length of the axial scan. This conserves
the dynamic range of the quantization mechanism.
A typical analog-to-digital converter has 8 to 16 bits
of dynamic range. If all of the chirp is removed be-
fore quantization, then the dynamic range will need
to span the maximum amplitude of the signal. Of-
ten images have strong reflectors that will saturate
the electronic signal amplifier. However, a chirped
signal will lower the maximum amplitude of the sig-
nal, permitting further amplification before quanti-
zation and more fully utilizing the dynamic range.

Fig. 5. Detail of sections of axial scan corresponding to glass–air boundaries. The corrected scans �h, j, l, n� are significantly narrower
than the original scans �g, i, k, m�, providing an enhancement in axial imaging resolution. Letters refer to boundaries as labeled in Fig.
2.

Fig. 6. Measured dispersion in PDMS and glass.
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With these methods, it is critical to avoid nonlineari-
ties, including distortions from portions of the signal
that do not fit within the sampling range of the digi-
tizer. Nonlinearities will introduce ghost images
that will clutter the true reflectance estimate. Add-
ing chirp can help conserve dynamic range and there-
fore avoid this problem.

9. Conclusion

Dispersion is a linear distortion that degrades the
quality of optical coherence tomography images, but
does not reduce the received signal. The algorithm
presented here applies digital postprocessing to in-
vert the linear distortion of the received signal and
produce a corrected image that achieves bandwidth-
limited axial resolution. The estimate of the scat-
tering incorporates the delay-line and material
dispersion, source spectrum, detector quantum effi-
ciency, and integration time. We demonstrate this
technique to measure the dispersion and correct the
image of a PDMS–glass dielectric layer stack.

Ultrahigh bandwidth Ti–sapphire oscillators and
amplified doped fiber sources will produce wide spec-
tra that will suffer more from dispersion. In biolog-
ical tissues,30,31 the presence of absorbers such as
hemoglobin and water will also increase dispersion.
Optical correction of dispersion can partially compen-
sate for the problem, but is difficult to achieve over a
long axial scan range. Digital correction of the chirp
can flexibly fix remaining problems. With addi-
tional algorithms to estimate the chirp parameters
from the image, digital correction can be done auto-
matically and become an integral part of OCT image
acquisition and enhancement.

We acknowledge the scientific contributions of Alex
Schaefer for his work on developing a digital OCT
acquisition system and software. This research was
supported by the National Science Foundation �BES-
0086696�, the Whitaker Foundation, and the Beck-
man Institute for Advanced Science and Technology.
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